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Abstract—Vision measurement technology research is active in recent years, which has broad application prospect in the fields of military and civilian industrial production. On the basis of comparing several existing measurement techniques, our paper mainly studied a method of geodetic coordinate calculation based on monocular vision on UAV platform, which is extension and expansion of the traditional monocular vision measurement method. Our system only needs a monocular camera carried on UAV platform and combines the latest ORB-SLAM algorithm, we can virtually extend the monocular camera into the binocular camera and even the multi-view camera system. What about the virtuality? When we perform the ORB-SLAM, our system can accurately estimate the camera pose information of each KeyFrame, it is conceivable that we can view each KeyFrame as a separate camera view, and then we select the correlative frames of the target to calculate the geodetic coordinate optimally using multiple views projective reconstruction method. All outcomes of indoor and outdoor experiments show that our system has good measuring precision, the details shown in the following sections.

I. INTRODUCTION

With the fast development of the mobile machinery, including mobile robots and unmanned aerial vehicle (UAV), etc., measurement technology has become a hot research field in recent years. Nowadays, the most common measurement technologies usually include two categories: sensor-based measurement technology and vision-based measurement technology. For sensor-based method [1], [2], many different sensors, such as satellite, laser, ultrasonic, etc., have been used to aid the varieties of mobile devices to measure and perceive their surroundings, like the self-driving cars based on the radar and laser assistance. Vision-based method [3], [4], [5], [6], [7], [8], [9], [10], [11], which mainly research the mapping relationships of the information from 2D to 3D cartesian space according to the vision information captured from the cameras, and then assist to calculate the 3D geodetic coordinate of the target using camera imaging principle and various computer vision algorithms.

In category one, some common methods, try to get the accurate 3D geodetic coordinate depending on some special sensor absolutely, like satellite, laser, ultrasonic, which have high measurement accuracy actually, but unfortunately, these sensors would be easily affected in the environment without GPS or are susceptible to signals interference, such as indoor, underground and other shield places. However, our monocular vision-based method naturally keeps our system from affecting by the above cases.

In category two, one of the most effective method is binocular stereo vision measurement, which works pretty well for fixed scenes and has a lot of applications [6], [11]. While some drawbacks such as smaller field of measurement view, hard stereo matching limit its application in the mobile measurement platform. As for the traditional monocular camera method in[12], the author proposed a positioning method with the intersection of line and plane is given using the basic theory of imaging, the biggest limitation of which is lacking the depth scale.

The above problem can be easily addressed in our system. Primarily, our system has a simple structure, we select the DJI Phantom 3 Professional as our mobile platform and the built-in camera as our monocular camera sensor see Figure 1. Further, it is clear that monocular camera calibration process is much easier than the binocular stereo camera calibration, and the most important, our mobile platform significantly give camera a more larger field of view, which can effectively solve the limitations of the camera view that stereo camera exists.

Recently, there is a rapidly literature on monocular vision SLAM, Simultaneous Localization and Mapping (SLAM) [13], [14] is a hot field of research in computer vision due
to its significant applications to next-generation technologies in robotics and augmented reality [15], [16], [17], [18], [19], [20]. In our paper, we experiment with a lean version of ORB-SLAM based on the foundations laid by ORB-SLAM[14], [21], [22], [23], [24], [25], which demonstrates its great capability in localization, we attempt to use it to obtain the relative pose of each KeyFrame.

In our paper, we focus on the monocular camera mounted on the mobile platform, and the framework of our system see figure 2. Our system makes three key contributions:

- We built a original measurement system, which can virtually extend the monocular camera into multiple camera views successfully using ORB-SLAM, it is the basic and crucial step for our method to make further calculation in the following steps.

- We make the image coordinate acquisition of the target as a tracking problem. We added an extra and independent tracking module in our lean ORB-SLAM algorithm, which purpose is to track the target in the original video sequences, and then we record the image coordinates of the target whenever a new KeyFrame inserts.

- As we all know, monocular vision inherently exists the weakness of the scale of uncertainty. However, our method effectively solve the problem by using the calibration board, which help to calculate the scale in advance, then we can easily change the relative poses to real poses.

II. CALCULATE 3D COORDINATE

In this section, we mainly introduce the framework of every module in our system and the algorithm process in details.

As we can see in the figure 2, there are three main modules in our system: **orb-slam, tracking, calculation and optimization**. The first module, we deal with the original video with our lean version of ORB-SLAM, we can firstly obtain the relative poses of all the KeyFrames, and then we calculate the scale of the scene which can help to convert the relative poses into the real poses. The second module, we track the target in the original video sequences, which can easily get the image coordinates of each KeyFrame. Based on the above two modules, we have obtained the true poses of all the KeyFrames and the corresponding image coordinates of the target. And in the last module, we calculate the 3D geodetic coordinate of the target using multiple views projective reconstruction method, and make further optimization by the most popular method bundle adjustment(BA) [20], [26], [27], which has good effects.

A. Estimate Camera Pose with ORB-SLAM

ORB-SLAM[14] is a very recent paper in SLAM, which is one of the most successful feature-based SLAM methods to date. On the basic of it, we built an abridged version, and then accurately estimate the relative camera poses of all KeyFrames. As we all know, the scale uncertainty is a inherent fault in monocular camera, but fortunately, in the ORB-SLAM, among all of the scales are unified, which inspired us to use the calibration board to calculate the scale of the scene. We firstly use the camera calibration program developed by OPENCV to calibrate the parameters of five KeyFrames \{f_1, f_2, f_3, f_4, f_5\} selected uniformly in advance, in which the f_1 is the reference KeyFrame in the whole process, then we can calculate five transformation matrix \{P_1, P_2, P_3, P_4, P_5\}. Secondly, we calculate the true poses \{Pose_2, Pose_3, Pose_4, Pose_5\} by:

\[ \text{Pose}_i = P_i P_1^{-1} \]  

Where \(i = 2, 3, 4, 5\). Finally, we can easily get the scale of the scene by comparing the relative poses and the true poses.

B. Tracking the Target

We make the image coordinate calculation of the target as a tracking problem, the purpose of which is to obtain the image coordinates of the target from the KeyFrame sequences. In our method, we adopt one of the most successfully tracking algorithms STC to deal with the problem, which is embedded in our lean ORB-SLAM algorithm.

In our experiment, we test it in different scenes, it has both good performance in tracking the target we selected in advance, and the results are consistent with the test requirement.
\[ C(\hat{x}, \hat{x}') = d(x, \hat{x})^2 + d(x', \hat{x'})^2 \] with \( \hat{x}'T F \hat{x} = 0 \).

Where \( F \) is a fundamental matrix, which we calculate with a stereo pair of frames, \( d(x, \hat{x})^2 \) and \( d(x', \hat{x}')^2 \) are the reprojection errors computed using the corresponding projection matrices.

The process of solving the above equation is divided into two steps. Firstly, we use the DLT(Direct Linear Transform) to get the initial value of \( \hat{x} \) and \( \hat{x}' \), and then we optimize the \( \hat{x} \) and \( \hat{x}' \) using Levenberg-Marquardt’s iterative non-linear optimization. Set \( x \approx PX \) and \( x' \approx P'X \), with the homogeneous relations \( x \times PX = 0 \), \( x' \times P'X = 0 \), there are:

\[
\begin{align*}
0 &= x_1(P'^{ST}X) - (P^{ST}X) = 0 \\
0 &= y_1(P'^{ST}X) - (P^{ST}X) = 0 \\
0 &= x_1(P'^{T}X) - y_1(P^{T}X) = 0 \\
0 &= x_2(P'^{ST}X) - (P^{ST}X) = 0 \\
0 &= y_2(P'^{ST}X) - (P^{ST}X) = 0 \\
0 &= x_2(P'^{T}X) - y_2(P^{T}X) = 0
\end{align*}
\] (3)

Where \( P'^{T} \) is the \( i \)-th row of the matrix \( P \), \( P'^{ST} \) is the \( j \)-th col of the matrix \( P' \), homogenous coordinates \( x = (x_1, y_1, 1) \), \( x' = (x_2, y_2, 1) \). The above is linear equations with respect to \( X \), which can be written as \( AX = 0 \), although each point corresponding to the three equations, of which only two are linearly independent, and therefore each point just gives two equations correspondingly with respect to \( X \), thus \( A \) becomes:

\[
A = \begin{bmatrix}
  x_1P'^{ST} - P'^{T} \\
  y_1P'^{ST} - P^{ST} \\
  x_2P'^{ST} - P'^{T} \\
  y_2P'^{ST} - P^{ST}
\end{bmatrix}
\] (4)

Since \( X \) is homogeneous coordinates, which is only three independent degrees of freedom with scale, however, linear equation set \( AX = 0 \) contains four equations, thus the above system is over determined system. To find the approximate solution of the equation \( AX = 0 \), we can make it as a follow optimization:

\[
\min_X ||AX|| \tag{5}
\]

with \( ||AX|| = 1 \).

Primarily, we obtain the initial value of \( X \) by the above formula, and then optimize the value of \( X \) using the method of multiple view projective reconstruction by bundle adjustment, we get the final \( X \) by minimizing the follow function:

\[
\min \sum_{i=1}^{n} v_i d(Q(X, I_i), x_i)^2 \tag{6}
\]

Where \( I_i \) is the \( i \) KeyFrame, if there have mapping point on the \( I_i \) image, we set \( v_i = 1 \), else set \( v_i = 0 \). \( Q(X, I_i) \) is the projection on the \( i \) KeyFrame and the \( d(Q(X, I_i), x_i) \) is the reprojection errors computed using the corresponding projection matrices.

### III. Experimental Results

In order to verify the superiority of our measurement technology, in our experiments, we select the DJI Phantom 3 Professional as our mobile platform and the built-in camera as monocular camera, we totally test three different video sequences captured using our monocular camera in our campus. Each video is captured by 40 frames per second with a resolution of \( 1280 \times 720 \).

We carefully plan the average flight path for unmanned aerial vehicle (UAV), and manipulate the UAV(DJI) flying in the sky over the targets, to make it emerge the closed loop in its flight path as far as possible, which can aid to make full use of the function of the loop closing module in ORB-SLAM algorithm, the loop closing module can reduce the accumulative error effectively, which can improve the estimation accuracy of the KeyFrames. In order to solve the inherent scale uncertainty of the monocular camera, we place a calibration board in our scenario, which aids to calculate the scale of the scenario by the relative poses and true poses of the KeyFrames.

**From relative poses to real:** We totally test three apparently different scenes in our experiments including the indoor and outdoor cases. When we deal with the original video sequences of the scenes using the ORB-SLAM algorithm, we can estimate a set of relative KeyFrames poses. In order to get the true poses from the relative poses, we first use the calibration board in the scene to calculate the scale in advance, the results see the second column in Table I, then we successfully change the relative poses to real, part of the results see the third and fourth columns in Table I. Due to the rotation vector is independent of the scale factor, so we just list the translation vector in the Table I, as we can easily see in the Table I, the different scenarios have different scales but the same scenario has the same value, which yet verify the aforementioned conclusion, that the scales among all of the KeyFrames are unified value.

**Tracking the target:** To get the image coordinates of the target in all KeyFrame sequences, we make it as a tracking problem. As we mention in the previous sections, on the basis
of the latest ORB-SLAM algorithm [14], we have designed a lean ORB-SLAM system added an independent tracking module which purpose is to track the target in the original video sequences, and then we record the image coordinates of the target whenever a new KeyFrame inserts.

In our experiment, we adopt one of the most successfully tracking algorithm STC to deal with the problem, which has good tracking effect to apparent object. In fact, in our indoor experiments, it works well and give us the accurate image coordinates, but there is not very good tracking performance in outdoor scenarios, the reason is that the target becomes small in outdoor filming scenario and it is hard to detected, so in our future work, we will mainly focus on the small targets tracking under the outdoor scenes.

**Calculation and optimization:** From the two modules above, we have obtained the accurate projection matrix of the all KeyFrames and its corresponding image coordinates of the target. There are two steps when we calculate the 3D geodetic coordinate, the first module is to get the initial value of the target using the double view orientation method, and the second module is to make further iteration optimization using multiple views projective reconstruction method see Figure 3 by bundle adjustment. Parts of the results show in Table II.

**IV. CONCLUSION**

In this work, we have presented a accurate 3D geodetic coordinate calculating method based on monocular vision on UAV platform, and with a detailed description of its framework and process, which include camera pose estimation with ORB-SLAM, tracking the target in the KeyFrame sequences, calculation and optimization. Compared with the other existing measurement techniques, our system has two outstanding advantages, for one thing, our system not only has the simple structure and operation, but also the flexible camera view. For another, based on our experiments with different scenes from indoor to outdoor, the accuracy of our system is typically
below 1 cm in small indoor scenarios and of a few meters in large outdoor scenarios.

The most important innovation in our system is the virtual scalability that we cleverly make the multiple KeyFrame as different separate camera views, which is the basis of the whole system. And another key point is that we use multiple view projective construction method instead of the binocular positioning technology to calculate the 3D geodetic coordinate of the target, which can make full use of the information to make global optimization.
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